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ABSTRACT

Numerous empirical studies have examined the role of firm and industry heterogeneity in the decison to
adopt new technologies using a Net Present Vaue framework. However, as suggested by the recently
devel oped option-vaue theory, these studies may have overlooked the role of investment reversibility and
uncertainty asimportant determinants of technology adoption. Using the option-value investment model
asmy underlying theoretical framework, | examine how thesetwo factors affect the decision to adopt three
advanced manufacturing technologies. My results support the option-value modd’ s prediction that plants
operating inindudtriesfacing higher investment reversibility and lower degrees of demand and technological
uncertainty are more likely to adopt advanced manufacturing technologies.






INTRODUCTION

Economigts have long recognized that technologica changeisamgor determinant of productivity
growthand that an important part of the process of technologica changeisthe diffuson sage whereby new
product and process innovations are put into use. Not surprisngly, numerous empirica sudies have
examined the adoption decision process by exploring the importance of various firm and market
characterigtics, using the Net Present Vaue modd as their underlying theoretica framework. However,
such models overlook the role of investment reversibility and do not address uncertainty from a formal
theoretica framework — factorsthat Dixit (1992) and Pindyck’ s(1991) recently developed option-vaue
invesment theory showsto beimportant to investment decisions. Motivated by thistheory, | examine how
revershility and uncertainty affect the likelihood of adoption of three advanced technologiesin five mgor
durable goods manufacturing industries My results support the use of this theory to andyze new
technology adoption. They indicate that plants operating in industries where the degree of investment
revershility is higher and technologica and demand uncertainties are lower are more likely to adopt

advanced technologies.

1 Previous Empirical Studies: Standard Present Value Rule Framework
Most empiricd articles on technology adoption, from the seminal work of Griliches (1957),
Mandfidd (1961) and Romeo (1975) to the more recent work of Hannan and McDowell (1984 and

1986), Karshenas and Stoneman (1994) and Dunne (1995), model the adoption decision ether as an

The technol ogies are Computer Numerically Controlled machines (CNC), Robotics, and Lasers. SICs 34-38
comprise Fabricated Metal Products, Industrial Machinery and Equipment, Electronics and Other Electric Equipment,
Transportation Equipment and I nstruments and Related Products.
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explicit function of the expected returns from adopting the technology, or asafunction of firm-specific and
industry-specific characterigtics that affect the net present vaue of profits from adopting it. For example,
Griliches(1957) pioneering work showed that firm size and likelihood of adoption are positively correlated
— aresult that has been quite robust in the literature?  The only exception has been Oster (1982) who
found firm sze and likelihood of adoption to be negetively corrdated in her study of the diffuson of the
basic oxygen furnacein sted firms. In additionto examining firmsize, Mandfield (1961, 1968) and Romeo
(1975) specified the rate of diffusion of atechnology as an explicit function of the industry’ s average rate
of return from using the technology, and found that theinnovation’ srate of diffusion ispositively correlated
with the industry’ s average rate of return from adopting the technology.

Sincethen, other studies have focused on how market characterigticsaffect adoption. Both Hannan
and McDowell (1984) and Levin, Levinand Meisel (1987) examined the role of market concentration, but
obtained conflicting results. Thefirst determined that banks operating in more concentrated markets have
ahigher probability of adopting ATMs, while Levin et al. concluded that adopters of optical scannersin
the food store industry tend to operate in less concentrated markets.

Rivd precedence (the proportion of market competitorsthat have aready adopted) has also been
examined as one of the factors influencing the net present vaue of profits from adopting a technology.
Theoretica mode s on innovation adoption (Reinganum (1981), Quirmback (1986), Fundenberg and Tirole

(1985)) suggest that riva precedenceis negatively correlated with the likelihood of adoption since benefits

2See also Mansfield (1968), Romeo (1975), Hannan and McDowell (1984), Levin, Levin and Meisel (1987), Rose and
Joskow (1990), Karshenas and Stoneman (1993) and Dunne (1994).
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to themargina adopter from acquisition decrease asthe number of previous adoptersincreases. However,
empirical sudies (Mandfidd (1961), Hannan and McDowell (1986), Noteboon (1993), Karshenas and
Stoneman (1994) ) find that there is a positive correlation between rival precedence and the probability of
adoption, supporting the* epidemic effect” argument that knowledge about thetechnology spreads as others
useit. It has been to this extent that uncertainty about the technology has been reflected in the empirica
literature.

Fndly, Dunne (1994) examined how aplant’ s age affects the decision to adopt each of seventeen
advanced manufacturing technologies. A strong vintage effect would suggest that younger plantsuse newer,
more advanced technologies. On the other hand, we would see older plants adopting newer technologies
if the vintage effect isweek - and adjustment costs are low enough.  Hismain finding isthat the corrdlation
between plant age and technology adoption is rdatively week, suggesting that there is no strong vintage

effect on technology adoption.

2. Current Study: The Option-Value I nvestment Theory

The option-vaue investment theory shows that investment models relying only on the net present
vaue rule can be in error since they do not consider three important characterigtics of most investment
expenditures. i) Investments may have some degree of revershility; ii) Economic and technologica
environments have ongoing uncertainty and new information relevant to ng long-run project returns

arives over time; and, iii) The investment opportunity is not likely to disappear if not taken immediadly.



When these conditions hold, there is a vaue in waiting to invest because waiting improves the
investor’ s chances of making the correct decison. Investment reversibility isva uabletoo becauseit alows
the plant to recover some of its origina investment costsif it so chooses. Since both of these values can
be large, they should be taken into cong deration when modeling investment decisons.

It is precisdly in the context of investment in new technologies - rather than investment in more
traditional equipment - that these factors are particularly rdevant. The vaue of invesment in a new
technology is strongly affected by the typicaly high degree of uncertainty surrounding both the vaue and
the pace of improvement of the technology. Furthermore, investment reversibility becomes especidly
vauable when uncertainty is high snce the plant will have achance to recoup some of theinitid investment
in case of adownturn.

Itis primarily in this areathat the present study contributes to the literature. Thisis one of the firgt
empiricd study that cals attention to the option-vaue investment theory as an appropriate theoretica
framework from whichto explore the decision to adopt anew technology.® While my empiricd modd is
not aformaization of the option-value modd, my choice of variablesis guided by it, leading meto include
variablesthat go beyond the net present value framework. Inparticular, | i) exploretherole of investment
revershility in the technology adoption decision, and ii) cal atention to the role of technological and
demand uncertainties by employing two variables that have never been used before in this context: the

change in patenting activity of technology j inindudry i, and a set of downstream-demand indicators.

3Purvis, A., e al. (1995) examined producers' propensity to adopt free-stall dairy housing.
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An additiond strength of this chapter is that unlike most other studies — which focus on firms, |
mode the phenomenon of technology adoption at the level a which it actudly occurs: the individud
edtablishment. | use two plant-level surveys on the use of manufacturing technologies, the 1988 and the
1993 Surveys of Manufacturing Technology, and aso the 1982 and 1987 Census of Manufactures to
obtain additiona plant-level and industry-specific characteristics. Because these data do not condtitute a
pand and do not indicate when the technology was adopted or how long the plant has beenusngit, | am
unable to employ ahazard rate model, as somefairly recent technology adoption papershave (e.g., Hannan
and McDowell (1986), Karshenas and Stoneman (1993)). However, by estimating a quditative choice
model for each of the technologies in both 1988 and 1993, | am able to observe the magnitude and
sgnificance of the estimated coefficients, and see how the effects of the variables under congderation have
changed over time. That is, | look at two pointsin the diffusion curve, rather than the pattern of diffusion.

The structure of thischapter isasfollows. The next section introduces Dixit and Pindyck's option-
vaue investment modd. Section 111 follows with a description of the empirical methodol ogy and thedata
that | use. Section IV presents a detailed account of the variables and what their expected effect should

be according to the theory. In Section 'V, | present the results, and findly | conclude in Section VI.

. THEORETICAL FRAMEWORK* THE OPTION-VALUE MODEL
An opportunity to invest is a*“cal option”: achanceto buy an asset a some price within aspecific

period of time. Toinvest isto exercise the option. If uncertainty about the future has a sufficiently large

“This section is based on Dixit and Pindyck (1998).



downside, the option to invest hasaholding vaue (i.e,, avaue of waiting toinvest). Thisisbecause under
uncertainty, the passage of time providesthe plant with new information about the desirability and va ue of
the investment project. The plant invests only if the latest information about the value of the project deems
the project val uable enough;® that is, when the Net Present VVa ue of theinvestment islarge enough to offset
the vaue of continuing to wait. Therefore, when uncertainty exigts, waiting has a value and the plant will
be lesslikdy to inves.

Investment reversibility (i.e., the option to disnvest) gives rise to a“put option”; a chance to sl
an ass=t at some price within agiven time period. Under uncertainty, the plant that has the opportunity to
partidly or totally disnvest under adverse conditionswill be morelikely to invest than aplant that does not
have the opportunity to disnvest. In other words, if the downside of uncertainty about the future is large
enough, holding a put option will make the plant more willing to invest now.

Dixit and Pindyck modd the problem of a firm facing uncertainty and holding an investment
opportunity (i.e., acal option) that hasto decide whento exerciseit while aso consdering whether it holds
aput option (i.e., a chance to disinvest under adverse conditions). Uncertainty is modeed by having the
vaue of the investment follow astochastic process.  In redity, the vaue of the investment may depend on
uncertain future prices of output and inputs, uncertain technologica conditions (e.g., uncertainty about the

rate of technologica change of a giventechnology), strategic considerations, etc. For ease of exposition,

SSometimes, though, strategic considerations void the (call) option of any holding value and make it imperative for
the plant to invest quickly.

Asit hastraditionally been indicated, waiting also hasan (opportunity) cost. Asl will show later inthissection, Dixit
and Pindyck also take this opportunity cost into consideration in modeling the investment decision.

6



| present uncertainty as demand uncertainty. However, any type of uncertainty regarding the vaue of the
project can be shown to have the same quditative effect in the investment decision.’

Since there is no andytica solution for the case where the plant can reverse some of its initia
investment cost and can aso hold the option to invest open, | present the theory’s predictions case-by-
case. First | describe the case where the investment cannot be reversed, but the plant can hold the
investment opportunity open. Second, | present some numerica solutions of the genera case where the
investment is (partidly) reversible and the plant can hold the investment opportunity open.

Assume that the plant faces a demand curve defined by:
P &()Q4Ys (1)

where ¢ isthe dadticity of demand and the shift parameter, €, varies stochadtically according to ageometric

brownian motion:

de" aedt¥6edz @

"In their most general mode!, Dixit and Pindyck solve the problem of afirm that must decide when toinvestin a
single project that requires asunk cost, I, and hasavalue, V, that is stochastic. V evolves according to ageometric
Brownian motion with a non-zero trend growth a , and a proportional variance per unittime, s: dv=a Vdt+sVdz
where s represents uncertainty. They arrive at the rule that maximizes the value of the option to invest, F(V). This
investment rule takes the form of acritical value V* such that it isoptimal to invest onceV > V*:

a,
a,&1

\VAS I

whereb, = Y- (r- d/s? +{[(r - d)/s?- 1/2]* + 2r /s?}¥? > 1, and dis defined asthe difference betweenr and a. Since
b,is>1, b; /(b;-1)>1and V* >I. Noticethat the NPV ruleisV*=l; that is, the optimal investment threshold islower
under the NPV rule.



wherethe expected value of de, E[de]=aedt, and &e isreferred to asthe expected instantaneous drift rate.
Thevaiance of dé, V[de]=(6e)%dt and (6&)? isreferred to as the instantaneous variance rate.

The plant caninvest at acost k(t) = k,e™ per unit. The parameter fi capturesthe plant’soptionto
invest; that is, the plant’s opportunity for future investment. As i moves away fromO and towards4, the
vaue of the call option (the plant’ s opportunity to purchase capitd at alater date) isreduced, and therefore,
the plant will be more likely to exercise the option (i.e, invest).

The plant can sdll ingtalled capita for a price S(t) = k., per unit. The parameter s captures the
degree of revershility of inddled capitd. If s= 0, then capitd investment iscompletely reversbleand the
plant can recuperate the entire sunk cost. As s 64, the plant is able to recoup less and less of the initid
investment codt (i.e., investment becomes less and less reversible), and the value of the put option will be
reduced. Asthe option to disnvest disappears, the incentive to invest diminishes.

To determine when to invedt, the plant must consder the vaue of investing: the expected
profitability from the investment plusthe resde price if theinvesment isreversble. Giventhevaueof the
investment, it must consider the value of the holding the option to invest (i.e, the value of waiting). Let TV
represent the vaue of the last unit of ingtalled capital which hastwo components: the expected profitability
from the use of the unit plus the value of the option to sl the unit. TF represents the value of the option
to add one more unit.

Inorder to determinethevaueof TV and TF, and then arrive at the optimal investment threshold,

Dixit and Pindyck use finance option pricing to construct two riskless portfolios, eechinvolving TV and TF



independently.® By equating each riskless portfolio to therisklessrate of return, they obtain two differential
equations, one for TF and another for TV.

TF hasto satisfy:
%éZézAFéé%(r&é)éAFé%AFt&rAF " 0 3
wherer istherisk-free rate of return and & is the rate-of -return shortfal defined by the difference between

some risk-adjusted rate of return, |, and & (the rate at which é grows).

Subject to the following boundary conditions?®

AF(K:0,)"0 4

AF(K;e(t) " AV(K;e( )&k e™ (5)

AF (K;e(t) " AV (K;et) (6)
|' A .‘, ]

i F(en=o ™

8T he solution to the problem can be arrived at either viadynamic programming or viafinance contingent claim
methods. The contingent claim method requires the assumption that there is an asset or one can construct a dynamic
portfolio of assetsthat is perfectly correlated with e.

*Equation (4) saysthat as the value of the call option goesto zero, it will stay at zero. Equation (5) is the value-
matching condition; it says that the value of AF and AV have to be the same at the optimal investment threshold.
Upon investing, the plant receives a payoff of AV minustheinitial investment cost. Equation (6) is the smooth-
pasting condition; it says that the slopes of AF and AV must equal each other at the optimal investment threshold. I
AF and AV were not continuous and smooth at the optimal exercise point, we could do better by exercising at a
different point. Equation (7) saysthat astime goesto infinity, the value of the call option approaches zero.

9



TV mus satisfy:

iézézAvéé%(r&a)éAvé%Avt&rAV%(=.9&1)éK &6 = 0
2 ¢

subject to the following boundary conditions®

limAv= (£8L)K eeg
864 ca

AV(K;eC(t) " AF(K;eCC t)%k e

AV, (K;e((t)" AR (K;e(( 1)

Irreversibility & Option to Invest is Open

In this case the plant cannot disinvest (s = 4), therefore AV becomes the present value of future

profits from the incremental unit of capitd:

Ave (88D aey « yiye
ca

Once AV isvdued, the solution for AF is

AF " a(K)eedet

PEquation (9) saysthat asthe value of the unit of installed capital increases, the plant will never want to sell the
unit, so itsvalueisjust the present value of expected profit flows. Equations (10) and (11) are the matching-value

and smooth-pasting conditions.
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and using the boundary conditions, the criticd investment ruleis

A

(K 1) 68y 1y gt

_ 14
(3,81) c&1)  ° o
where,
al-%&(r&za)%\' [r&é)/éz&%]z%Z(r%g)/éz > 1 (15)
6
g~ faLe 838N, 4 (r4a&N, 1%, 28 (16)
2 @2 6?2 2 6

Asuncertainty, 0, increases, &, increases which implies that the investment threshold becomes higher and
the plant is more likely to postpone investment. In other words, as uncertainty is higher, the vaue of the
cdl option increases, waiting to invest becomes more vauable and investment islesslikely.

As the opportunity for future investment decreases(i.e., asfi increases), &;/(&;-1) goesto infinity
and AF becomes zero for t>0 and max[0, U (K)é - ko] for t=0. In words, AF iseither zero or the net
present vaue of the incrementa investment; that is, there is no option to invest after t=0. This particular
case occurs whenever the option to invest is limited. For intance, strategic considerations regarding
industry competitors or potentia entrants can make it too costly for the plant to postpone investment and

make it imperative for the plant to invest now. Other examplesinclude the need for apermit or licensein
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short supply, or limited natura resources, etc. Although this modd does not explicitly account for these
scenarios, they are reflected in future higher costs of investment (i.e., an increasein ).

General Case: Partial Reversibility and Option to Invest is Open

The generd casewhere r and s are both positive and finite (i.e., the plant hasan option to invest
and the investment is partidly reversble) can be resolved andyticdly if the investment and disinvestment
thresholds are far enough apart that the two sets of boundary conditions are independent of each other.

Dixit and Pindyck show that the solutions to equations (3) and (8) are of the form:

AF " AK)&heddt (17)
AV B e M H(E K e 18)

with &, and g are given by equations (15) and (16), and andogoudy &, and h are:™!

az'i&@%\' [r&A)/62&L2%2(r0%h)/62 < O (19)

2 42 2

h*g& &(r&a&s)o/\'[(r&a&s)o/ Ly, ] > s (20)
2 42 62 62

1 &, and h are obtained in the same fashion as &, and s, but from solving the problem when the investment is
completely reversible and there is no option to invest.
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and the investment threshold conditions can be found numericaly using the boundary conditions (5) and

(6), which after making some subgtitutions become:

AK)(@OMedt = B(K)(@9)¥eMysl (K)elak e™ (21)

a8l

a,AK) ()M et = & B(K)(@)™ eyl (K) (22)

These two equations can be solved numerically for theinvestment threshold for given parameter valuesand
values for K and t. Before | show some numerical results, it is worth noticing that compared to the
irreversible casein (12), AV in (18) has an additional term, B(K)e®e™, whichisnonnegative. Thismeans
that the value of an additiond unit of capitd isaways greater when the unit can beresold. The investment
is reversble and the put option has vaue making it more gppedling for the plant to invest. Of course, the
vadue of thisterm and its effect on the incentive to invest will depend on the value of other parameters such
asr, &, eic. We can seethisby examining Table 1 which shows the numerica resultsfor the invesment

threshold as the opportunity to invest i and the degree of irreversbility svary.

Tablel
Investment Threshold asfiand svary
S
A 0.0 0.2 0.4 0.6
0.0 6.586 6.716 6.716 6.716
0.2 3.073 3.144 3.144 3.144
0.4 2.469 2.528 2.528 2.528

Parameters. r=8=0.05, 6=0.4, ¢=1.2, k,=3, k=1
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Theseresults point out that, holding everything € se constant, asthe opportunity toinvest isreduced
(i.e, asii increases), the vaue of the call option decreases, and therefore, the optima investment threshold
islower and investment postponement is unlikely since the vaue of waiting to invest disappears. Table1
aso shows that keeping everything else congtant, the more irreversble an investment is (as s increases),
the vaue of the put option decreases, and therefore, the more unlikely the plant will invest since

disnvestment becomes impossible under adverse conditions.

TMimure 1: Invastment Threshald ac Uncertainty Varizss
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For the same parameter values asin Table 1 above, Figure 1 illugtrates the numerica results for
the investment threshold as the degree of uncertainty varies. In generd, increases in uncertainty, s, will
raise the vaue of holding the investment opportunity. This is the case because theinvestment opportunity
isacdl option and the greater the volatility of the vaue of the project, the greater the vaue of this cal

option (i.e., holding the opportunity to invest open).
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1. EMPIRICAL METHODOLOGY AND DATA
1. Estimation

| employ aprobit model to estimate the probability of adopting anew technology asafunction of
reversibility and uncertainty aswell as of other variablesthat control for plant and market characteritics.*?
Thet is

Pri® " fXip Thodind

where:
Pri;(t) = probability that plant i adoptstechnology j by timet, i = plant, j = technology, h = industry,

andt =time.

Table 2 below classfiesthe variablesin my model. It denoteswhich variables have beenincluded
in previous studies and which ones are unique to my andysis.  For the later group, it separate them into
those motivated by the option-value model, and those that are not.

Table 2: Variable Classification

Plant Leve Industry Level Technology-
Xi Th Industry Leve Z;,
Used in *Sze « 4-firm Concentration
previous . Age Ratio
studies * Fabrication vs
Assembly
Dummy
Non
Not used in Option- | * Capital-Labor
previous Vaue Retlo
Variables
studies Option- * Degree of * Technological
Reversibility Uncertainty

12| yse Maximum Likelihood to estimate the probability that a plant will adopt.
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In the option-value context, a plant will adopt if & any timet, itsinvestment value “index”, &; (a
function of the independent variables above) is at least as greet as the optima investment vaue threshold,

&;*. Assumethat the difference between &; and &;* isY;*. Then,

Plant i adopts, Y,=1 if & $&* or Y;*$0,
Pant i does not adopt, Y,=0 if & <&* or Y;*<0,
Pr (adoption) = Pr(Y;=1) = Pr(Y;*$0) = Pr(@X+u>0)=

Pru$-aXx)=1-F-aX)

where Pr(Y;; = 1) isthe probability that plant i will adopt technology j, & isthe vector of parameters
to be estimated, u is the error term, F(.) is the cumulative norma function and X is the vector of
independent variables.

| estimate the model at two pointsin time, 1988 and 1993. As| mentioned earlier, thisalowsme
to observe the magnitude and sgnificance of the estimated coefficients dthough dueto datalimitations, my
andysisis condrained to the examination of two points on the diffuson path as opposed to an estimation

of the diffuson curve itdf.

2. Data
For my variable congtruction and modd estimation, | link a variety of data sets. | employ two

different plant-level U.S. Census Bureau data sets. the 1988 and 1993 Survey of Manufacturing
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Technology (SMT) and the 1982 and 1987 Census of Manufactures (CM). 1n 1988 and 1992, the SMT
surveyed approximately 10,000 manufacturing plants about the use of 17 separate technologies. Inaddition
to data on technology usage, the survey aso contains information on plant age, industry, product market,
defense contracting Satus and ownership. The CM isasurvey conducted every five yearsthat coversthe
entire universe of manufacturers in the U.S. and provides information on sales, capital expenditures,
employment, payrall, legal form of organization and inventories.

The three advanced manufacturing technologies | examine are: numerically controlled or computer
numericaly controlled machines (CNC), material working Lasers, and Robots. (See Appendix A for a
lis and brief description of these technologies, and Appendix B for each technology’s percentage of
adoptionby 2-digitindustry.) Theindustriesunder examination are those included in mgor industry groups
34 - Fabricated Metd Products, 35 -Nonelectricad Machinery, 36 - Electric and Electronic Equipment,
37 - Transportation Equipment, and 38 - Instruments and Related Products. Thedatafromthe SMT dlow
me to identify which advanced manufacturing technologies a manufacturing plant utilizes and provides
critical microdatafor plant age aswell asfor the nature of manufacturing taking placeinthe plant. TheCM
supplies the datafor the congtruction of the reversibility variable (i.e., 3-digit industry expenditures on new
and used equipment), plant size, the plant-level capita-labor ratio and the industry-level four-firm
concentration retios,

| dso employ datafrom the United States Patent and Trademark Office (USPTO) patent data base
and Micropatent Database to congtruct the patenting activity variables. The Micropatent Database provides

an annua account of patents which includes a description of the patent, the International Patent Classes
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(IPC) to which it has been assgned by the examiner, the year of patent application, the name of the
inventor, and citations of previous patents to which this particular patent may be related.

Fndly, inthe congtruction of the demand uncertainty variable, | usethe Bartelsman, Caballero and
Lyons (1994) 4-digit downstream demand indicators as updated by Baily, Bartelsman and Hatiwanger
(1998). The datacontainsdownstream demand indicators along with their respective 4-digit industry from

1978 to 1994.%

V. DETERMINANTS OF TECHNOLOGY ADOPTION:

DESCRIPTION OF VARIABLES
1. Uncertainty, s

| proxy for two different types of uncertainty: demand uncertainty and technologica uncertainty.

Demand Uncertainty

As| mentioned above, | create ameasure of demand volatility, DV, specific to the 4-digit industry
to which the plant is assigned by using the downstream activity indicator constructed by Bartelsman,
Cabalero and Lyons (1994) as updated by Baily, Bartelsman and Hatiwanger (1998). The BCL
downstream indicator is a weighted average of changes in economic activity (measured by cost-share
welghted aggregate of factor inputs) of other industries and services sectors, with weights equd to their

share of purchases of the output from the industry in question.

B3These data reside at the Center for Economic Studies, Bureau of the Census.
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Bally et al. update these indicators according to Shea' s (1993) relevance and exogeneity criteria
Rdevance is stisfied when the downstream industry purchases intermediate inputs that comprise alarge
portion of the upstream industry’s output. This criteriais met by the BCL indicator by construction since
they are weighted averages of activity in al (exogenous) downdream industries. Exogeneity is satisfied
whenthe purchasesfrom the upstream industry condtitute only asmall fraction of tota materia expenditures
of the downgream industry. Baily et al. filter out downstream sectors which fail to meet the exogeneity
criteria®® | use downstream demand indicators instead of variance of sales because the first isolates
demand fluctuations while the latter responds not only to demand shocks, but also to technology shocks
affecting industry productivity and growth.

| then construct a measure of demand volatility, DV,,, by taking the deviation of the updated
downstream demand indicator described above from the linear time trend, and then, taking the variance
of those deviations® | use deviations from the trend because | do not want to attribute a high variance
to high industry growth given that | am attempting to capture (unexpected) demand volatility. Following
the option-value theory’s predictions, | expect to find a negative correlation between my measure of
demand voltility, DV,,, and the likelihood of adoption.

Technological Uncertainty

They exclude from the BCL downstream indicator for each industry those downstream industries whose
purchases of the upstream industry are larger than 5 percent of their expenditures on intermediate inputs.

BAlternatively | employed an autorregressive trend instead of alinear one. Regression results are qualitatively the
same.
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Plants may dso face uncertainty about future improvements in technology. In the option-vaue
framework, Dixit and Pindyck (1994, pg. 167) and Farzin, Huisman and Kort (1998) show that a faster
rate of innovation arrival compels the firm to postpone adoption. Rosenberg (1976) aso argued that the
optima timing of adopting an innovation "becomes heavily influenced by expectations concerning thetiming
and the dgnificance of future improvements’, and that "a firm may be unwilling to introduce the new
technology if it seemshighly probable that further technologica improvementswill shortly be forthcoming.”
Thus, a plant may postpone the adoption of atechnology if it congderstherate of technologica change of
that technology in itsindustry to be high.

The percentage change in the number of patents in technology j assigned to industry h between
periodst and t-1 may signd a plant in that industry about that technology’s rate of change in the near

future® Algebraicaly, | define this proxy varidble as’

ip NP, &NP a1y
Jht&( t&1) (N P] ht% N Pjh(t& 1))/2

where NPy, isthe number of patentsin technology j assigned to industry hin period t.

For this chapter, patents are assigned to the industry where the patented innovation on the technology is likely
to be used, and not manufactured. That is, | assign it toits SIC of Use. The reason for doing thisistwofold. One, |
am interested in technological uncertainty of technology users, and two, | am interested in industry-level effectsand
particular patents may have an impact far beyond the boundaries of the industry they originate.

I n practice the derivation of thisvariable is moreinvolved than its conceptual representation. Patentsin the U.S.
are not assigned to SICs. | rely on Brian Silverman’ s methodol ogy to assign a patent to agiven SIC. ‘The
Concordance’ provides alinkage between U.S. SIC and Canada’s SIC codes. Also, the Canadian patent data
provides the mapping between International Patent Classes and Canadian SICs. By using thesetwo “cross-walks’,
the algorithm assigns a given patent (i.e., International Patent Class) to agiven U.S. SIC.

20



| expect the change in patenting activity and likelihood of adoption to be inversdy rdaed if the
downside of the uncertainty associated with adopting now is sufficiently large. Thet is, aincrease in
patenting activity over timemay sgnd the plant that futureimprovementsare likely, and therefore, the plant
will belesslikdy to inves.

Onthe other hand, strategic congderations may compel aplant to invest now rather than later. As
| mentioned earlier, Dixit and Pindyck show that under uncertainty, the ability to keep the opportunity to
invest open, A, givesriseto a“cal option”. However, sometimes the opportunity cost of not investing may
be very high and the cdll option may rapidly lose vauein industrieswhere the pace of technologica change
israpid snce plantsin these industries may congder that waiting to invest will put it technologically behind
itscompetitors. If this*dtrategic consderations effect dominates, APjhl_(l_l) would carry asign oppositeto

the one suggested by the technological uncertainty argument.

2. Reversibility, s

To the best of my knowledge, thisis the first empirica study that attempts to obtain a cross-
sectiond measure of capitd revershility. Ideally onewould like to construct a measure of reversibility that
reflects a technology’ s retention of value— how much of its origind vaue it retains after some length of
time. For example, aratio of prices of used to new equipment at the plant, firm or industry level would
provide afair proxy of how much of theinitia investment a plant could expect to recuperate if it decided

to sl the technology at alater date.
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However, the price data necessary to construct such avariablearenot available. Thus, | construct
aproxy that rdlies on the industry-specificity of capital to measure how equipment investment reversibility
variesacrossindustries.’®  The proxy measures the level of activity inanindustry’ s production equipment
resde market, and | defineit astheratio of 3-digit SIC-level capitd expenditures on used machinery over

3-digit SIC-leve totd (both old and new) expendituresin machinery:°

Uht

Rht U ht% Nht ’

where U, isindustry h’'s capital expenditures on used machinery e timet and N, isindustry h’s capital
expenditures on new machinery.

Asauming that capitd islargely industry specific, anindudtry’ srelative used capitd expenditureswill
be highly corrdated with the industry’ s sales of used capitd. One can then argue that the more active the
equipment resde market is, the morereversibleinvestment in atechnology isin that industry, and therefore,

the more likdly it isthat a plant will invest in the technology.?°

3. Industry Characteristics

Concentration Ratios

®The idea of industry-specificity of capital is well established (for example, see Bernanke (1983), Dixit & Pindyck
(1993), Abel e al. (1996)), and has been documented by Ramey and Shapiro (1998).

®The reason for using 3-digit SIC is Ramey and Shapiro’s (1998) evidence that equipment tends to be resold
within the 3-digit SIC level and that that equipment that is resold outside itsindustry of origin tendsto lose a high
proportion of itsresale value.

Dl deally, | would like to have used and new expenditures on the technology in particul ar.
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Neither thetheoretica nor theempiricd literature offer unambiguous predictionsfor therdationship
between market structure and innovation-related investment. On the theoretica sSde, Schumpeter argues
that firmswith monopoly power should be moreinclined to engage in innovation because their incentive to
do so is higher and/or because they have the financia resources to do so. Continuing in this ides,
Reinganum (1981) shows that increases in the number of firms in a market delays adoption of a cod-
reducing, capital-embodied process innovation. On the other hand, a firm presently redizing monopoly
profits may be less motivated to seek additiond profits than the one earning only norma profits. Baldwin
and Childs (1969) have argued that afirm with monopoly power isin an advantageous position to bea'fast
second" in the development of an innovation. Because of its resources and established reputation and
channels of digtribution, a firm with monopoly power can afford to wait until someone ese innovates and
imitate it quickly if it gppearsto be successful.

| use the proxy most widely used to reflect market structure: 4-firm market concentration ratios.
However, one must exercise caution when interpreting the role of market concentration (or any other
market structure variable) since ahigh concentration ratio may be indicative of monopoly power or may

reflect the underlying production technology in the industry rather than monopoly power.

4. Plant Characteristics
Capital-Labor Ratio

Theinclusion of capita-labor ratios as a control for plant heterogeneity is motivated by Olley and
Pakes (1996) mode of unobserved producer heterogeneity. This mode predicts that efficient firms
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generate higher leves of invesment and larger capital socks. Thus, in this context “capitd intensty may
act as aproxy for other unobserved sources of efficiency.”* Capitd intengity is defined as:

where K; isthe book vaue (in thousand of dollars) of machinery capitd in plant i and L; is the number of
production workersin plant i.22

Nature of Manufacturing

| ds0 control for whether the plant performs fabrication or only assembly. Certain plants may be
more likely to adopt certain technologies smply because of the type of work performed in them. For
example, a plant that only performs assembly is not likely to adopt atechnology that is primarily used in
fabrication (such aslasers). Thedummy equasoneif the plant carries out any fabrication, and equals zero
if it just conducts assembly.

Sze

As| mentioned eaxrlier, theempirica evidence on the effect of size on technol ogy adoption hasbeen
quite robust and indicates that there is a positive correlation between size and likelihood of adoption.

Severa explanations have been offered for why thisisso. David (1975) suggests that the larger the size,

ZDoms e al. (1994) are the first ones to employ thisline of argument.

22The book value of capital is used in place of physical capital since physical capital isnot available. Doms (1996)
constructs capital based o the perpetual-inventory method and compares this series with the book value series. The
correlation between the two seriesis above .90. Thus, the reported book values should act as a reasonabl e proxy for
the physical capital stock.
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the grester the output over which to spread the equipment fixed costs of a capital-embodied innovation.
Another explanation emphasi zes that the costs of learning and putting into use the technology aredso fixed
costs which will be spread more thinly as output increases; therefore, larger plants will have a cost
advantage, and thus, will be more likely to adopt the technology. In the present chapter, theszevariable
is represented by the log of plant employment.

Age

The effect of plant age on technology adoption is not clear. On the one hand, one might expect
younger plants to have higher rates of technology adoption because they have the opportunity to choose
the newest available technology. On the other hand, Dunne (1991) points out thet it is possible that plant
aurviva ispostively correlated with adoption. Thiswould skew the observed distribution of surviving (i.e,
older) plants toward plants that have aready adopted. Furthermore, itisnot clear how strong the vintage
effect is. For ingtance, in Pakes and Ericson’s (1998) modd, exigting firms are able to retool their plants
(i.e,, update their technologies) and, therefore, the vintage effect ispredicted to be rdatively weak. Onthe
other hand, in his industry evolution modd without active learning, Lambson (1991) predicts a strong
vintage effect by showing that existing plants have aharder time switching to the new technology — while
within an entry cohort, one may find some entrants adopting new technol ogies and others adopting standard
technology. The plant age variable consists of dummy variables representing three age categories. lessthan

or equal to 15 years, Sixteen to thirty years and more than thirty years repectively.

V. RESULTS
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Tables 1a, 1b, 2aand 2b present the probit regression resultsfor 1988 and 1993. For each yesr,
Tables 1aand 2a show the resultsfor the specification where the size and age variables are not interacted,
while tables 1b and 2b display the interacted size and age dummies. In addition, tables 1c, 1d, 2c and 2d
present the margina effects of the respective probit estimations. Each column in the tables corresponds
to one of the three manufacturing technologies under examination. For each technology, | dso includethe
results of the specification without the reversibility and uncertainty varigbles,
1. Uncertainty and Reversibility Variables

Demand Uncertainty

| consider demand variations over the ten-year period prior to the plant-level observation. That
is, in the 1988 egtimation DV, measures demand volatility in the period from 1978 to 1987, while in the
1993 probit DV, covers the years 1983 through 1992. Ingenerd, theresultsfor thisvariable support the
option-vaue theory’s prediction that demand volatility and the likelihood of adoption are negatively
correlated. All of the sgnificant coefficients are negative, and with the exception of robatics, dl of the
technol ogies have a significant negative coefficient for this variable in one or both years regressons.

Change in Patenting

Inthe 1988 cross-section, AP, .1, meesures the change in patenting activity between the 1978-
82 and 1983-87. Whileinthe 1993 edtimation, the differenceis between the patenting activity inthe 1983-
87 and 1988-92 periods. In general | find that there is a negative correlation between AP, ;) and
likelihood of adoption athough the results vary somewhat by technology and cross-section. In the 1993

cross-section the coefficients for al technologies are negative, dthough only CNCs is Sgnificant. In the
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1988 probit, CNC, Robotsand Lasersare negative. Theseresultsare consstent with theidea— put forth
by Rosenberg (1976) and Dixit and Pindyck (1994) among others — that aincrease in patenting activity
over the time period t and t-1 sgnds the plant that a future improvement in the technology is probable
making the plant less likely to invest now in the new technology.

Reversibility

In order to minimize smultanaity as well as business cydicdity effects, | use the average of the
1977, 1982 industry-level ratiosin the 1988 probit, and the 1977, 1982, 1987 average in the 1993 probit.
| do thisfor al technologies except for Lasers, where | use the 1987 ratio since aresde market for this
technology did not develop until the mid 1980s.

Ingenerd theresults suggest that R, ispositively corrdated to likelihood of adoption: dl significant
coefficients are pogtive. In the 1988 cross-section, the coefficients for CNCs, and Robots are positive,
indicating that for these technologies, plants in industries that have a more active resde market for
production equipment are more likely to invest in new technologies. In 1993, the coefficients for CNCs,
and Robotsare dill postiveand sgnificant. Laser technology has anegative, insgnificant coefficient in both
cross-sections. This could be due to the fact that Lasers are anewer technology than the others, and that
their resde market did not fully developed until the early 1990s.2

In order to test the hypothesis of whether the reversbility and uncertainty variables contribute

sgnificantly to the technology adoption decison, | perform aLikelihood Ratio (L R) test for each technology

| deally | would like to know how theratio | use varies not only across industries, but also across technologies.
Thiswould reduce the measurement error in thisvariable.
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in 1988 and 1993. Theresultsfrom thesetestsindicatethat in both cross-sectionsand for al technologies,
the degree of invesment reversibility and of demand and technologica uncertainties are sgnificant factors

in determining the decision to adopt.

2. Market, Firm and Plant Characteristics

Concentration Ratio

The resultsin both the 1988 and 1993 probitsindicate that for most technologies, the concentration
ratio coefficients are postive and significant when the reversibility and uncertainty proxies are included in
the regresson. However, | dsofind that the coefficientsfor laser technology are positive but not sgnificant,
and that those of CNC are negative and significant. This seems to indicate that the role of market
concentration is dependent upon the technology under examination, and thus, is consstent with both
Hannan and McDowell’s (1984, 1986) and Karshenas and Stoneman’s (1994) findings.

Szeand Age

Asin most of the empiricd articles that examine the effect of sze on technology adoption, my
results indicate that the corrdation between plant sze and the likelihood of adoption is postive and
ggnificant. That is, the bigger a plant i, the higher the probability that the plant will adopt a technology.
The positive correlaion between plant size and likelihood of adoption is consstent acrosstechnologiesas

wdl as acrosstime. The coefficients of the log of plant employment are postive and highly significant,

especidly for bigger plants.
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The resultsindicate that the correlation between age and likelihood of adoption varies by year and
tends to be negative dthough not dways sgnificant. In the 1988 cross-section the age coefficient of the
oldest plantsis negative and significant for CNC technologies, aswel asfor Robotsin thefull specification.
In the 1993 cross-section, the age-adoption correlationis negative and significant for Lasers and Robots.

In the interactive age-sze modd, and interesting pattern emerges. Smadl, young plants are more
likdy to adopt relaive to smdl, old plants. After a certain employment threshold, the size effect
overwhems the age effect. Figures 2 through 7 in Appendix C illudtrate the point by plotting for each
technology, the predicted probability of adoption asafunction of employment sizefor thethree age classes.
This pattern is actualy consistent with two hypotheses of how age may affect technology adoption. It
supports Pakes and Ericson’ s (1998) active learning modd where existing (older) plants are ableto retool
and update their technologies. It isaso compatible with the argument made by Dunne (1991) that one
might expect younger plantsto have higher rates of technol ogy adoption because they have the opportunity
to choose the newest available technology.

Capital-Labor Ratio

The capital-labor ratio coefficientsfor dl technologiesand in both cross-sectionsare mogtly positive
indicating that capitd intengve plants are more likely to invest in new technologies. However, whilein the
1993 prohit, the coefficients are dways sgnificant, in the 1988 probit, none of the three technologies has

asgnificant coefficient.?* If, as suggested by Olley and Pakes (1996), this ratio proxies for unobserved

2| use 1982 datafor the 1988 probit (and 1987 data for the 1993 probit) to minimize endogeneity to the extent
possible.
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sources of efficiency, the results that | obtain seem to indicate that plants that are more efficient are dso
more likely to adopt.
VI. CONCLUSION

My results support the idea that investment reversibility and uncertainty are important factors to
consider when modeling plants technology adoption decisions. For example, | found that investment
revershility as proxied by the ratio of industry-level used to tota equipment expenditures is in genera
positively correlated with the likelihood of adoption, and that demand uncertainty is negatively correlated
with the likelihood of adoption. Technologica uncertainty was likewise negatively correlated with new
technology use, though these results varied somewhat by technology and year. This variation may have
been aresult of my changein patenting activity variable o proxying for srategic congderations. Thet is,
aplant in an industry with rapid technologica change may be compelled to invest in anew technology if it
believes that failure to do so will placeit at a competitive disadvantage.

Including variables that proxy uncertainty and investment reversibility does not overturn previous
findings regarding the traditionaly examined firm and market heterogeneity variables. In particular, Sze
remains the dominant determinant of adoption behavior.

The interaction between plant Sze and agewasintriguing. The only previous empiricd article that
addressed the relationship between plant age and the likelihood of adoption was Dunne (1994). Hefound
that the effect of age on the likelihood of adoption isweak. While my results do not contradict his, they
indicate that age may have animportant role depending on plant size: amdl, young plants seem morelikely

to adopt than small, old plants. This result deserves further attention.
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Table la: 1988 Probit Regression Results
Dependent Variable=1 if plant has adopted

CNC LASERS ROBOTS
Constant -2.347 * -2.321 * -3.521 * -3.639 * -3.855*  -3.637*
(0.080) (0.072) (0.132) (0.126) (0.111) (0.098)
Plant Characteristics
Log of 1982 Total Employment 0.340 * 0.337 * 0.331 * 0.333 * 0.481 * 0.470*
(0.012) (0.012) (0.018) (0.018) (0.015) (0.015)
15<AQge88<=30 -0.070 * -0.064 -0.163 * -0.169 * -0.089 -0.071
(0.036) (0.037) (0.060) (0.060) (0.045) (0.045)
Age88 > 30 -0.112 * -0.112 * -0.092 -0.111 -0.107 * -0.075
(0.039) (0.039) (0.061) (0.060) (0.048) (0.047)
Fabrication Dummy 1.089 * 1.096 * 0.275 * 0.252 * 0.013 0.052
(0.045) (0.044) (0.068) (0.067) (0.049) (0.049)
Capital-L abor 1982 ratio 0.0002 0.001 0.009 0.009 0.009 0.009
(3000/worker) (0.012) (0.012) (0.012) (0.012) (0.0112) (0.012)
Market Characteristics
4-firm Concentration Ratio,1982 -0.378 * -0.415 * 0.219 0.179 0.737 * 0.704*
(0.079) (0.077) (0.120) (0.119) (0.094) (0.092)
Uncertainty
Downstream Demand Indicator, 1978-
87 -0.130 * -0.264 * 0.149
(0.065) (0.106) (0.077)
Change in patenting 78-82 to 83-87 -0.085 * -0.008 -0.039
(0.018) (0.022) (0.021)
Reversibility
Used machinery share in industry 0.828 * -0.517 1.490 *
77,82 (0.341) (0.347) (0.411)
Log Likelihood -4798.01 -4820.37 -1771.64 -1776.47 -3136.31 -3149.78
Number of obs 8097 8097 8067 8067 8039 8039

(Standard Errors in Parenthesis)
* Implies Significance at the 0.05 level.
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Table 1b: 1988 Probit Regression Results, I nteractive Age-Size

Dependent Variable=1 if plant has adopted

CNC LASERS ROBOTS
Constant -1.929 * -1.906 *| -2970* -3.095*| -3.38L* -3.167*
(0.101) (0.095) | (0.170) (0.165) | (0.141)  (0.131)
Plant Characteristics
15<Age88<=30 -0.482 * -0486 *| -1.150* -1.160*| -0912* -0.875*
(0.131) (0.131) (0.240) (0.240) (0.188) (0.187)
Age88>30 -1.083 * -1.069*| -0.891* -0.891*| -0.844* -0.813*
(0.140) (0139) | (02220 (0.222) | (0.186)  (0.186)
Log of Plant Employment in 1982 0.246 * 0.244 * 0.218 * 0.220 * 0.382 * 0.371 *
(0.019) (0.019) | (0.029) (0.029) | (0.024)  (0.024)
15<Age88<=30*Log of Plant
Employment 0.098 * 0.100*| 0.193* 0.193*| 0.166* 0.162*
(0.028) (0.028) (0.044) (0.044) (0.036)  (0.036)
Age88>30*Log of Plant Employment 0.206 * 0.203 * 0.156 * 0.153 * 0.146 * 0.146 *
(0.028) (0.028) (0.040) (0.040) (0.034)  (0.034)
Fabrication Dummy 1.075* 1.082 * 0.267 * 0.245 * 0.009 0.049
(0.045) (0.044) (0.068) (0.067) (0.049)  (0.049)
Capital-Labor 1982 ratio ($000/worker) -0.002 -0.001 0.007 0.007 0.008 0.008
(0.012) (0.012) | (0.011) (0.011) | (0.011)  (0.011)
Market Characteristic
4-firm Concentration -0.411 * -0451*| 0.190 0.150 0.717*  0.683 *
Ratio,1982 (0.079) (0.078) (0.121) (0.120) (0.094)  (0.093)
Uncertainty
Downstream Demand Indicator, 1978-
87 -0.143 * -0.271 * 0.147
(0.065) (0.107) (0.077)
Change in patenting -0.084 * -0.011 -0.039
78-82 to 83-87 (0.018) (0.022) (0.021)
Reversibility
Used machinery sharein industry 77,
82 0.857 * -0.499 1518 *
(0.342) (0.348) (0.411)
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Log Likelihood -4771.06 -4793.94
Number of obs 8097 8097

(Standard Errors in Parenthesis)
* Implies Significance at the 0.05 level

-1759.9  -17649 | -3122.8

8067

8067 8039

-3136.5
8039

Table 1c: 1988-82 Probit Regression Marginal Effects

CNC LASERS ROBOTS
Plant Characteristics
Log of 1982 Plant Employment 0.1355* 0.0331* 0.1103*
15<AgeB88<=30 -0.0280* -0.0155* -0.0200
Age88 > 30 -0.0448* -0.0089* -0.0240*
Fabrication Dummy 0.3897* 0.0238* 0.0029
Capital-Labor 1982 ratio ($000/worker) 0.0001 0.0331 0.0021
Market Characteristic
4-firm Concentration Rati0,1982 -0.1506* 0.0219 0.1691*
Uncertainty
Downstream Demand Indicator, 1978-87 -0.0519* -0.0264* 0.0342
Change in patenting 78-82 to 83-87 -0.0337* -0.0008 -0.0090
Reversibility
Ased machinerv share i industiy 77,82 Q3303 00516 03418

Marginal Effects evaluated at mean values for continuous variables

Discrete change of dummy variablesfrom0to 1
* Implies Significance at the 0.05 level

Table 1d: 1988 Interactive Age-Size Probit Regression Marginal Effects

CNC LASERS ROBOTS
Plant Characteristics
15<AgeB88<=30 -0.1896* -0.0895* -0.1771*
Age88 > 30 -0.4028* -0.0696* -0.1626*
Log of 1982 Plant Employment 0.0981* 0.0216* 0.0880*
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15<Age88<=30* Log of Plant Employment 0.0391* 0.0191* 0.0382*

Age88 > 30*Log of Plant Employment 0.0821* 0.0155* 0.0336*

Fabrication Dummy 0.3868* 0.0230* 0.0021*

Capital-Labor 1982 ratio ($000/worker) -0.0009 0.0007 0.0018

Market Characteristic

4-firm Concentration Ratio,1982 -0.1639* 0.0189 0.1654*

Uncertainty

Downstream Demand Indicator, 1978-87 -0.0572* -0.0269* 0.0339

Change in patenting 78-82 to 83-87 -0.0335* -0.0011 -0.0090

Reversibility

Used machinery shareinindustry 77,82 0.3418* -0.0496 0.3499*

Marginal Effects evaluated at mean values for continuous variables

Discrete change of dummy variablesfrom0to 1

* |mplies Significance at the 0.05 level

Table 2a: 1993-87 Probit Regression Results

Dependent Variable=1 if plant has adopted

CNC LASERS ROBOTS

Constant -2226* -2135* -3.774* -3.859* -3.747*  -3.565 *
(0.093)  (0.084) | (0.149) (0.144) | (0.119)  (0.107)

Plant Characteristics

Log of 1987 Plant Employment 0.308 * 0.301 * 0.367 * 0.368 * 0.504 * 0.493 #
(0.014)  (0.014) | (0.020) (0.020) | (0.017)  (0.017)

15<Age93<=30 -0.039 -0.033 -0.121 -0.130*| -0.187* -0.172 %
(0.042) (0.042) | (0.064) (0.064) | (0.050)  (0.050)

Aged3 > 30 -0.002 0.017 -0.165* -0.182* -0.252* @ -0.222 *
(0.045)  (0.044) | (0.066) (0.066) | (0.053)  (0.052)

Fabrication Dummy 1.168 * 1.202 * 0.394 * 0.380 * 0.041 0.079
(0.050)  (0.049) | (0.075) (0.075) | (0.054)  (0.053)

Capital-Labor 1987 ratio ($000/worker) 0.033 0.039 0.064 * 0.069 * 0.086 * 0.088 #
(0.025)  (0.025) | (0.032) (0.031) | (0.027)  (0.026)

Market Characteristic

4-firm Concentration Ratio,1987 -0609 *  -0.532 * 0.247 0.146 0.633 * 0.621 #
(0.093) (0.088) | (0.131) (0.128) | (0.105)  (0.102)

Uncertainty

Downstream Demand Indicator, 1983-

92 -0.036 -0.452 * 0.132
(0.084) (0.142) (0.098)




Change in patenting 83-87 to 88-92 -0.126 * -0.022 -0.019
(0.019) (0.025) (0.021)
Reversibility
Used machinery share in industry 82,
87 1.636 * -0.197 1.541 *
(0.436) (0.370) (0.516)
Log Likelihood -3636.79 -3661.36 |-1535.28 -1541.00 |[-2606.70 -2613.34
Number of obs 6273 6273 6273 6273 6273 6273
(Standard Errors in Parenthesis)
* Implies Significance at the 0.05 level
Table 2b: 1993-87 Regression Results, I nteractive Age-Size
Dependent Variable=1 if plant has adopted
CNC LASERS ROBOTS
Constant -1.989* -1.914*] -3546* -3619* -3575*  -3.406 *
(0.117) (0.111) (0.199) (0.195) (0.157) (0.149)
Plant Characteristics
15<Age93<=30 -0.380* -0.340*| -0.128 -0.160 -0494*  -0.456 *
(0.154) (0.153) (0.259) (0.258) (0.216) (0.215)
AQge93>30 -0449* -0399*] -0.851* -0.878* -0.520 *  -0.449 *
(0.159) (0.153) (0.266) (0.265) (0.210) (0.209)
Log of Plant Employment in 1987 0.253 * 0.251 * 0.320 * 0.318 * 0.468 * 0.459 *
(0.022) (0.022) (0.034) (0.034) (0.028) (0.028)
15<Age93<=30*Logof PlantEmployment] 0.078*  0.070 *] 0.006 0.011 0.062 0.057
(0.032) (0.032) 0.048 (0.048) 0.041 (0.041)
Age93>30*Log of Plant Employment 0.096 * 0.090 * 0.121 * 0.123 * 0.053 0.045
0.031 (0.031) 0.046 (0.046) (0.039) (0.038)
Fabrication Dummy 1.165 * 1199*] 03%0* 0375* 0.041 0.079
0.050 (0.049) (0.075) (0.074) (0.054) (0.053)
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Capital-Labor 1987 ratio ($000/worker) 0.032 0.039 0.063*  0.070* 0.08*  0.088*
(0.025)  (0.025) 0.032  (0.031) (0.027)  (0.026)
Market Characteristic
4-firm Concentration Ratio,1987 -0.626 *  -0.548 * 0.230 0.126 0.628 * 0.612 *
(0.093) (0.088) (0.131) (0.128) (0.105) (0.102)
Uncertainty
Downstream Demand Indicator, 1983-92 | -0.030 -0.451 * 0.138
(0.085) (0.143) 0.098
Change in patenting 83-87 to 88-92 -0.128 * -0.022 -0.019
(0.019) (0.025) (0.021)
Reversibility
Used machinery share in industry
77,82,87 1.669 * -0.177 1.567 *
(0.436) (0.371) (0.517)
Log Likelihood -3631.36 -3660.15 |[-1530.91 -1537.37 | -2605.33 -2615.11
Number of obs 6273 6273 6273 6273 6273 6273
(Standard Errorsin Parenthesis)
* Implies Significance at the 0.05 level
Table 2c: 1993-87 Probit Regression Marginal Effects
3 3 CNC LASERS ROBOTS
Plant Characteristics
Log of 1987 Plant Employment 0.1221* 0.0412* 0.1273*
15<Age93<=30 -0.0153 -0.0131 -0.0457*
Age93 > 30 -0.0008 -0.0177* -0.0608*
Fabrication Dummy 0.4281* 0.0364* 0.0102
Capital-Labor 1987 ratio ($000/worker) 0.0131 0.0071* 0.0216*
Market Characteristic
4-firm Concentration Ratio,1987 -0.2415* 0.0277 0.1596*
Uncertainty
Downstream Demand Indicator, 1983-92 -0.0144 -0.0507* 0.0334
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Change in patenting 83-87 to 88-92 -0.0498* -0.0025 -0.0049

Reversibility
Used machinery shareinindustry 77, 82, 87 0.6485* -0.0221 0.3887*

Marginal Effects evaluated at mean values for continuous variables

Discrete change of dummy variables fromOto 1
* Implies Significance at the 0.05 level

Table2d: 1993-87 Interactive SizeAge Probit Rec_;ron Marginal Effects

CNC LASERS ROBOTS
Plant Characteristics
15<Age93<=30 -0.1507* -0.0139 -0.1139*
Aged3 > 30 -0.1776* -0.0777* -0.1192*
Log of 1987 Plant Employment 0.1004* 0.0360* 0.1182*
15<Age93<=30*Log of Plant Employment 0.0308* 0.0007 0.0156
Age93 > 30* Log of Plant Employment 0.0382* 0.0136* 0.0133
Fabrication Dummy 0.4274* 0.0363* 0.0103
Capital-Labor 1987 ratio ($000/worker) 0.0127 0.0071* 0.0215*
Market Characteristic
4-firm Concentration Ratio,1987 -0.2481* 0.0258 0.1587*
Uncertainty
Downstream Demand Indicator, 1983-92 -0.0120 -0.0508* 0.0348
Change in patenting 83-87 to 88-92 -0.0507* -0.0025 0.0049
Reversibility

Used machinery shareinindustry 77, 82, 87 0.6613* -0.0200 0.3961*

Marginal Effects evaluated at mean values for continuous variables

Discrete change of dummy variables from 0 to 1
* Implies Significance at the 0.05 level

Appendix A:

Description of Technologiest

1Source: Current Indugtrial Reports: Manufacturing Technology 1988, U.S Bureau of the Census.
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Numerically Controlled MachinesComputer Numerically Controlled Machines
NC machines are controlled by numerical commands punched on paper or plastic mylar tape while
CNC machines are controlled through an interna computer.

MaterialsWorking Lasers
Laser technology used for welding, cutting, tresting, scrubbing and marking.

Pick/Place Robot
A smple robot with 1-3 degrees of freedom, which transfer items from place to place.

Other Raobots

A reprogrammable, multifunctioned manipulator desgned to move materias, parts, tools or specidized
devices through variable programmed moations.

Appendix B:

Number & Percentage of Technology Adopters
By Year & 2-digit Industry
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SIC2 YEAR CNC LASER ROBOT
34 Number % Number % Number %
1988 843 10.41% 83 1.03% 336 4.18%
1993 773 12.32% 93 1.48% 293 4.67%
35
1988 1430 17.66% 138 1.71% 391 4.86%
1993 1200  19.13% 124 1.98% 315 5.02%
36
1988 693 8.56% 161  2.00% 430 5.35%
1993 599 9.55% 138 2.20% 406 6.47%
37
1988 563 6.95% 93 1.15% 235 2.92%
1993 475 7.57% 80 1.28% 187 2.98%
38
1988 523 6.46% 92 1.14% 201 2.50%
1993 380 6.06% 91 1.45% 183 2.92%
AdoptersTotal 1988 4052  50.42% 567 7.05% 1593  19.82%
1993 3427 54.63% 526 8.39% 1384 22.06%
Sample Total 1988 8097 8067 8039
1993 6273 6273 6273
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Appendix C:

Predicted Probabilities by Technology in 1988 and 1993

Figure 2
Effect of Age and Size on Predicted Probabilities
Computer Numerically Controlled Machines, 1988
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Effect of Age and Size on Predicted Probabilities
Computer Numerically Controlled Machines, 1993
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Figure4
Effect of Age and Size on Predicted Probabilities
Laser Technology, 1988
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Effect of Age and Size on Predicted Probabilities
Laser Technology, 1993
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Figure 6
Effect of Age and Size on Predicted Probabilities
Robots, 1988
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Figure7

Effect of Age and Size on Predicted Probabilities
Robots, 1993
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